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Atomistic structure prediction from “scratch” is one of the central issues in physical, chemical, materials
and planetary science, and it will inevitably play a critical role in accelerating materials discovery. Along
this thrust, CALYPSO structure prediction method by taking advantage of structure smart learning in a
swarm was recently developed in Prof. Yanming Ma’s group, and it has been demonstrated through a
wide range of applications to be highly efficient on searching ground state or metastable structures of
materials with only the given knowledge of chemical composition. The purpose of this paper is to provide
an overview of the basic theory and main features of the CALYPSO method, as well as its versatile appli-
cations (limited only to a few works done in Ma's group) on design of a broad range of materials including
those of isolated clusters/nanoparticles, two-dimensional reconstructed surfaces, and three-dimensional
bulks (at ambient or high pressure conditions) with a variety of functional properties. It is to say that
CALYPSO has become a major structure prediction technique in the field, with which the door for a
functionality-driven design of materials is now opened up.
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1. Introduction

There is a growing need for efficient methods to predict materi-
als’ atomic structures. In recent years, first principles methods have
been widely used in materials science. Such approaches apply quan-
tum mechanics and statistical mechanics to the structural informa-
tion of a material to simulate with acceptable accuracy many of its
macroscopic physical properties [1]. However, a lack of suitable
structural information can lead the predicted properties to diverge
permanently away from those experimentally measured. Therefore,
structure prediction methods that could inform which atomic con-
figuration of a material usually exists experimentally are greatly
needed to accelerate the discovery of useful new materials.

Structure prediction involves exploring the potential energy
surface (PES), which gives the energy of a structure as a function
of its atomic coordination. The PES can be regarded as a multi-
dimensional system consisting of many hills and valleys connected
by saddle points. A local minimum (i.e., the lowest point in a valley)
gives a stable structure. The global minimum of the PES represents
the ground-state structure. An experimentally synthesizable mate-
rial should have the ground state structure if which is kinetically
accessible; therefore, the global minimum is the target of structure
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prediction. It is not difficult to predict the ground-state structure for
a small system of several atoms, as all the local minima on the PES
are generally obtainable by local structure optimizations starting
from a number of guessed structures [2]. In this case, the global
minimum can be determined in one shot; however, the challenge
of structure prediction increases significantly with increasing
complexity of the PES. For large systems with tens or hundreds of
atoms, the ground-state structure might hide among very many
stable structures. Consequently, finding the ground-state structure
would require global optimization methods to greatly improve the
efficiency and success rate of structure prediction.

In the past decade, much effort has been devoted to structure
prediction. Several advanced methods have been developed
[3-16] and these methods have led to many exciting discoveries
that have been examined in several reviews (e.g., Refs. [17-21]
and references therein). We have recently developed an efficient
CALYPSO (Crystal structure AnalLYsis by Particle Swarm Optimiza-
tion) method [22-27] on structure prediction from “scratch”.
Here we focus on CALYPSO methodology and its application to
structural design on some typical material systems.

2. CALYPSO methodology for structure prediction

CALYPSO is a global optimization algorithm for crystal structure
prediction. Its efficiency derives from the successful integration of
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several major techniques that are critical for PES exploration.
These are: (i) structural evolution through a swarm-intelligence
algorithm for driving the search to deep valleys on the PES;
(ii) structural characterization techniques to avoid duplicated
searching of equivalent regions of the PES; (iii) symmetry con-
straints during structure generation and local optimization to
reduce the searching space; and (iv) local structural optimization
to find local minima on the PES.

2.1. Swarm-intelligence algorithm

Our CALYPSO method adopts a “self-improving” strategy to
locate the global minimum of the PES via particle swarm optimiza-
tion (PSO) [28]. The PSO algorithm is a typical swarm-intelligence
scheme [29] inspired by natural biological systems (e.g., ants, bees,
or birds), and has been applied to a variety of fields in engineering
and chemical science [30]. The application of PSO algorithm in
structure prediction started only recently [31]. Within the
CALYPSO method, structures are evolved in the energy landscape
through velocity according to formula (1). The new velocity of each
structure (v'+1) is calculated by Eq. (2) using the properties of itself
and of the global population. The -calculation includes the
structure’s previous location (x') before optimization, previous
velocity (v), and current location (pbest') with an achieved
best fit (i.e., the lowest enthalpy) of the individual structure. The
population global location (gbest') with the best fit for the entire
population is also considered.
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where w denotes the inertia weight, which is dynamically varied
and decreases linearly from 0.9 to 0.4 during the iteration; ¢; and
¢, are the self-confidence factor and swarm confidence factor,
respectively; and r; and r, are random numbers distributed in the
range [0, 1]. The random parameters r; and r, ensure good coverage
of the searching space, and avoid entrapment in local minima. The
strong ability of PSO to overcome large barriers in energy land-
scapes derives from the use of swarm intelligence.

Two versions of the PSO method (one local and one global) have
been implemented in CALYPSO [22-27]. The global PSO, outlined in
Fig. 1(a), has only one global best structure acting as the attractor
for the entire structure population, and all particles seek new posi-
tions only in the regions close to the uniquely overall best position.
This method converges quickly for small systems (i.e., those with
fewer than 30 atoms in the simulation cell), but it may be less
effective for larger systems containing more than 30 atoms per

simulation cell, because the PES becomes much more complex.
The local PSO is outlined in Fig. 1(b). Each particle (i.e., a candidate
structure) selects a set of other particles as its neighbors, and its
velocity is adjusted according to both its position and the best posi-
tion achieved so far in the community formed by its neighborhood.
Thus, at each iteration the particle will move toward its own best
position and the best position of its local neighborhood, rather than
the overall best position in the swarm. By maintaining multiple
attractors that lead to the formation of different structural motifs,
the local PSO allows an unbiased and efficient exploration of large
space on the PES, thus effectively avoiding premature convergence
during structure searches.

2.2. Fingerprinting structures via a bond characterization matrix

Structure evolution is hindered by similar nearby structures in
the same valley of the PES. It is challenging to remove similar
structures to enhance the structural diversity and also to avoid
wasting computational efforts during structure evolution. Assess-
ing similarities among structures requires fingerprinting them
based on their complete geometric information (i.e., bond lengths
and angles). Our developed structural characterization technique,
the bond characterization matrix (BCM), is based on bond lengths
and angles, and is implemented in our CALYPSO method. BCM is
realized by constructing a set of modified bond-orientational order
metrics [32] for structure quantification, where spherical harmonic
and exponential functions are used to characterize the bond angles
and lengths, respectively. Specifically, for a given structure, a bond
vector 7 between atoms i and j is defined if the interatomic dis-
tance is less than a given cutoff distance. This vector is associated
with the spherical harmonics Y, (0y, ¢;), where 6; and ¢; are the
polar angles, and where the weighted average over all bonds
formed by, for instance, the A and B atoms can be derived as
follows:

Q= 3 ey, (0, 4y, 3)
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where 6,5 and N;,, denote the type and the number of bonds,
respectively. Only even-I spherical harmonics are used in Eq. (3)
to guarantee invariant bond information with respect to the direc-
tion of the bonds. To avoid dependence on the choice of reference
frame, it is important to consider the rotationally invariant combi-
nations [32],
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Fig. 1. The schematic diagram of global (a) and local (b) PSO.
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where each series of fo“’ for[=0, 2, 4, 6, 8, 10 can be used to rep-
resent a type of bond, and is thus an element of the BCM. By includ-
ing the complete structural information of bond lengths and angles,
this technique provides unambiguous fingerprinting for structures.
As a result, the similarity of two structures can be quantitatively
evaluated by the Euclidean distance between their BCMs:
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where u and v denote two individual structures, and Ny is the
number of bond types. Currently, the BCM technique has been
applied to the structure prediction of 3D crystals [23] and 0 D clus-
ters [24].

Duy =

2.3. Structure generation with symmetry constraints

The structure of an ordered material is governed by symmetry
rules. Symmetry constraints in structure generation and in local
optimization preclude the appearance of disordered structures,
reduce the searching space of the PES, and improve the efficiency
of local structural optimizations. Consequently, symmetry con-
strains for structure generation are implemented in our CALYPSO
method. Different strategies for dealing with OD-isolated systems,
2D layers or surfaces, and 3D crystals are designed to generate ran-
dom symmetric structures. In particular, the generation of random
structures is constrained by the 32 point groups for isolated
systems (e.g., molecules, clusters, and nanoparticles), the 17 in-
plane space groups for 2D layers or surfaces, and the 230 space
groups for bulk crystals.

2.4. Local structural optimization

The PES of a material can be regarded as a multi-dimensional
system of many hills and valleys connected by saddle points. Given
that the global minimum is one of the possibly many local minima,
local searching is an inevitable part of the global search, and there-
fore should be included in any efficient structure searching
method. The CALYPSO method currently has interfaces with
various ab initio- and force-field-based total-energy packages
(e.g., VASP [33], SIESTA [34], Quantum-Espresso [35], CASTEP
[36], CP2K [37], Gaussian [38], DFTB+[39], LAMMPS [40], and GULP
[41]) for local structural optimization. Other external total-energy
programs can also be easily interfaced with CALYPSO as required.

3. Features

CALYPSO currently implements many features to solve effec-
tively various structure prediction problems, which can include:
(i) searching for the energetically stable/metastable structures of
a given chemical composition for most materials ranging from
0D to 3D systems; (ii) conducting searches for automatically
varying chemical compositions; and (iii) searching with partially
fixed structural information.

3.1. Clusters or nanoparticles

Clusters are nano-objects composed of a few to several thou-
sand atoms or molecules. As 0D non-periodic systems, they can
be constructed following point group symmetry, and CALYPSO
can be used in the structure searching of such 0D systems [24].
Although an infinite number of point groups can be utilized for
structure generation, we found that the use of a small number of
simple point groups can effectively improve the sampling of the
PES. The current version of CALYPSO generates structures by
utilizing common point groups in molecules. Energy evaluation

with periodic boundary conditions employs a supercell model
(Fig. 2(a)) with the cluster at the center surrounded by a vacuum
large enough to prevent interaction between the cluster and its
periodic images. Here, Cartesian coordinates are used straightfor-
wardly for structure representation and for evolution by PSO. The
module for cluster structure searching has been extensively bench-
marked in Lennard-Jones cluster systems of varied size (up to 150
atoms), and high search efficiency has been achieved [24].

3.2. Layer structures

CALYPSO can implement a 2D structure search module to pre-
dict the structures of 2D layered materials (e.g., planar monolayer,
buckled monolayer, and multiple layers) [25]. The models for 2D
layer structure simulations using CALYPSO are illustrated in
Fig. 2(b); the supercell contains a layered material part and a vac-
uum part. The atoms in the layered material part are fully evolved
and optimized during structure search, while the vacuum region is
used to ensure that the studied layer materials are isolated from
their nearest-neighboring periodic images. Note that a distortion
parameter perpendicular to the in-plane layer (Az in Fig. 2(b))
and a van der Waals gap parameter (i.e., the distance between
two adjacent layers) should be introduced for predicting the struc-
tures of buckled layer and multi-layered systems. The module of
2D layer structure prediction has been extensively benchmarked
in graphene, hexagonal BN, and some quasi-2D group 6 metals
chalcogenides.

3.3. Surface reconstructions

To search the structures of surfaces, CALYPSO adopts a slab
model [26]. In particular, a supercell model containing slabs
separated by a vacuum along the direction perpendicular to the
surface (Fig. 3(a)) is used to simulate the surface structure. The slab
consists of three regions: the bulk material region, the unrecon-
structed surface, and the reconstructed surface. The bulk region
is fixed to preserve the bulk nature of the material, while the atoms
in the unreconstructed surface region are subject to local structural
relaxation, but are not involved in the structural evolution. Only
atoms in the reconstructed surface region are fully evolved during
structure searching. The fitness function during structural evolu-
tion is set to the surface excess free energy, which represents the
energetic stability of the surface reconstructions, as follows:

1 0 (0]
w0 = (25 - 8~ e ). ©

where A is the area of the studied surface (usually in the unit of a
1 x 1 planar unit cell), E** represents the total energy of the surface
(with the subscripts surf and ideal representing the reconstructed
and the ideal unreconstructed surfaces, respectively), and n; and
w; are the number and chemical potential of the ith type species
in the surface region, respectively.

3.4. Crystals

A crystal structure can be defined by two types of variables:
lattice parameters (the lengths of three lattice vectors and the three
angles among them) and atomic fractional coordinates (three com-
ponents coded as the fractions of lattice vectors for each atom).
To achieve the global minimum on the PES, these variables are
evolved simultaneously in both the structure evolution through
the swarm-intelligence algorithm and the local structural optimiza-
tion. Note that crystal structure prediction at high pressure can be
realized easily by fixing the pressure condition in the local structure
optimization. In high-pressure investigations, the CALYPSO method
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Fig. 2. The models used in CALYPSO for cluster structure (a), single and multi-layer structure (b).

Vacuum region

Reconstructed surface

» Unconstructed surface

Formation Enthalpy

Bulk region

0.0

AB AB AB AB,  AB B
o | |
. |
¥ v
[ ]
. u <
% ® v
Ta ]
;; . 4 d
. B -
a’ s .
Cc
0.2 0.4 0.6 0.8 1.0

Composition x/(x+y)

(b)

Fig. 3. The models used in CALYPSO for surface reconstruction structure (a) and the illustration of the evolution of convex hull in structure prediction for automatic variation

of chemical compositions (b).

[22,23] can take advantage of known pressure-volume relations by
accordingly initializing the volume of the simulation cell.

3.5. Structural constraints

Partial structural information (e.g., the unit cell, partial atomic
positions, molecular unit, or structural motif) is sometimes avail-
able from experiments. Taking full advantage of such information
is extremely useful for structure searching, because it can signifi-
cantly reduce the configuration space of candidate structures.
For this we have implemented a module in CALYPSO that can
flexibly use any known partial structural information. For example,
in a system with the molecular unit experimentally known, the
Z-matrix method [42] is employed to represent the rigid molecular
unit, which can only move or rotate as a whole unit during struc-
tural evolution. Other prior structural knowledge such as lattice
parameters, partial atomic positions, or space group can also be
used to accelerate structure searching, and thus ensure that the
search proceeds in the right direction.

3.6. Variable compositions

To identify all the energetically stable structures throughout the
whole composition range in one process, CALYPSO implements a
module for the automatic variation of chemical compositions
for structure searching. This module can construct a full convex
hull of formation energy vs. composition for a given system. The

evolution of the convex hull during the structure search is illus-
trated in Fig. 3(b): at the nth step, the available lowest-energy
structures (i.e., a-d) at different stoichiometries are used to con-
struct an approximate convex hull. Subsequently, the new convex
hull is updated by considering the newly emerged structure, lead-
ing to the formation of a new hull through c and d at the (n + 1)th
step. The structure b is reasonably discarded as its formation
energy lies above the tie line between the neighboring pair of
structures a’ and c. A direct search for the convex hull using this
module is usually more efficient than a study involving separate
structure searches at different compositions.

4. Applications

The CALYPSO method has been widely used to investigate
materials ranging from OD clusters to 3D crystals by searching
the energetically stable/metastable structures at given chemical
compositions. It has made some exciting discoveries that have
been confirmed experimentally; e.g., high-pressure semiconduct-
ing Aba2-40 phase of elemental lithium, high-temperature super-
conductivity in sulfur hydrides [43], and the two long-puzzling
high-pressure superconducting phases of bismuth telluride [44].
Here we focus on a few recent applications of CALYPSO by our
group that include the discovery of several novel materials such
as nanoclusters, a diamond surface, superhard materials, energetic
materials, electrides, superconductors, and materials in the Earth’s
core, etc.
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4.1. Nanoclusters

Clusters, the basic building blocks of nanomaterials, exhibit
structural and electronic properties with intriguing size- and
composition-dependent behaviors. If specific clusters with chemi-
cal properties that resemble atoms can be produced, they can be
regarded as man-made superatoms. Subsequent assembly of these
superatoms may lead to materials with novel properties. By means
of the CALYPSO cluster structure prediction method [24], we have
performed structure searches for medium-sized boron [45] and
transition-metal-doped boron clusters [46] in an effort to design
boron fullerene-type clusters.

The discovery of the Cgp allotrope [47] opened the new field of
fullerene research. The associated search for fullerene-like struc-
tures formed by elements other than carbon has become one of
the most challenging tasks facing the physical, chemical, and mate-
rial sciences. Boron, a neighbor of carbon in the periodic table, can
adopt sp? and sp® bonding similar to carbon, and thus is a promis-
ing candidate for forming fullerene-like structures. We recently
used CALYPSO to predict a Bsg fullerene analogue [45]. Its structure
(Fig. 4(a)) is highly symmetric and consists of 56 triangles and four
hexagons, which provide an optimal void in the center of the cage.
Energetically, it is more favorable than the planar and tubular
structures, and it possesses an unusually high chemical stability:
a large energy gap (~2.25 eV) and a high double aromaticity, supe-
rior to those of most aromatic quasi-planar By, and double-ring Byg
clusters. Our findings represent a key step toward understanding
the structures of medium-sized B clusters and the discovery of
the direction of experimental synthesis of all-boron fullerene ana-
logues. Soon after the prediction of B38 fullerene, B40 fullerene
have been observed through a joint theoretical and experimental
work [48], and the B39 fullerene with axially chiral feature is sub-
sequently identified by Chen et al. [49]. These results imply that
the transition to fullerene-like Bn clusters occurs around transition
demarcation n ~ 38.

Inspiring by the well-document metallofullerenes [50] and
endohedral doped silicon fullerences [51-53], it is of current inter-
est to access the possibility of stabilization smaller boron fullerene
through transition metal encapsulation. Thus, we have systemati-
cally investigated structural stabilities of the B,4 clusters doped
by a series of transition metals including Ti, Zr, Hf, Cr, Mo, W, Fe,
Ru and Os [46]. We find that the free energy landscapes of B,4 clus-
ters are qualitatively changed after transition metal atoms encap-
sulated, where the cage-like rather than originally quasi-planar
structures emerge as energetically favorable isomers. Most strik-
ingly, while in most of cases the stable endohedral cage processes

low symmetry, a high-symmetry D3 h cage is stabilized by Mo/W
encapsulation. Further analysis indicates that the endohedral
D3 h cage exhibits robust thermodynamic, dynamical and chemical
stabilities. The physical mechanism responsible for the stabilities is
attributed to their unique electronic structure of 18-electron
closed-shell configuration.

4.2. Diamond surface

The diamond (11 1) and (100) surfaces are of both fundamental
and technical interest. It is theoretically interesting to understand
the forces driving reconstruction and bonding, especially when the
diamond surfaces are compared with those of other group 14 semi-
conductors (i.e., silicon and germanium) [54-56]. Practical uses of
the diamond (100) and (11 1) surfaces arise from their being the
two dominant growth planes in the production of diamond by
chemical vapor deposition [57].

We used the CALYPSO surface reconstruction search method
[26] to identify a hitherto unexpected surface reconstruction of
diamond (100). The structure contains a self-assembly of carbon
nanotube (CNT) arrays (Fig. 4(b)). Our calculations indicate that
the surface with self-assembled CNTs is energetically degenerate
to the dimer structure under normal conditions, but becomes
much more favorable under a small compressive strain or at ele-
vated temperatures. The intriguing covalent bonding between
neighboring tubes creates a unique feature of carrier kinetics that
has one dimensionality of the hole states but two dimensionality
of the electron states. This might lead to new materials with
superior electronic properties. Our findings highlight that the sur-
face plays a vital role in the fabrication of nanodevices by being a
functional part of them [26].

4.3. Superhard materials

The mechanical properties of superhard materials (hardness
above 40 GPa) lend them to wide industrial use as cutting, polish-
ing, and drilling tools, and as surface-protecting coatings. Crystals
with three-dimensional covalent bonds formed by light elements
or light elements and transition metals have high resistance
against elastic deformation, and are therefore preferred targets in
the search for novel superhard materials. We developed a method-
ology [27] for the efficient design of new superhard materials that
requires only the chemical compositions and certain external
conditions. It uses hardness as fitness function during structure
evolution and constructs a hardness vs. energy map from which
the energetically favorable superhard or hard structures are readily

[001] r}[Ow]
L>[100]

(b)

Fig. 4. The structures of (a) BCs, (b) three types of diamond nanotube-array reconstruction.
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accessible. The identified structures are important candidates for
further theoretical or experimental exploration. Here we present
several applications of the CALYPSO algorithm to the design of
superhard materials for technically important systems [58-63].

Recently, a new cubic BC3 (c-BC3) phase was synthesized by the
direct transformation of graphitic BC3 at 39 GPa and 2200 K [64].
However, the lack of an accurate structural determination impedes
further understanding and exploration of these novel BC
compounds, and calls for an innovative approach to solving such
complex crystal structures. We have identified a BCs phase in the
cubic diamond structure by using the CALYPSO crystal structure
prediction method. It contains a distinct boron bonding network
along the body diagonals of its 64-atom unit cell (Fig. 5(a)) [58].
This new structure conforms to the experimental constraints on
the cubic crystal symmetry and all-sp>-type bonding, and its sim-
ulated X-ray diffraction and Raman spectra almost perfectly match
the experimental data. The highly symmetric boron bonding net-
work plays an important role in stabilizing the cubic diamond
structure. Calculated stress—strain relations reveal its intrinsic
superhard nature combined with a superior ductility driven by
intriguing sequential bond-breaking processes that do not exist
in diamond or c-BN. These results establish the first cubic diamond
phase in a boron carbide, and indicate its remarkable structural
properties. This work serves as an exemplary case study of strong
covalent solids with complex bonding configurations, and the
insights gained here may help to explore other complex binary
and ternary covalent compounds.

The synthesis of boron-rich tungsten borides has reignited great
interest in these compounds, which show outstanding properties
(e.g., ultra hardness, high melting points, and strong resistance to
oxidation and acids) that rival or exceed those of traditional
superhard materials. Detailed understanding of these compounds,
however, has been impeded by uncertainties regarding their com-
plex crystal structures. We have performed a systematic global
structural optimization of tungsten borides using CALYPSO, and

identified the thermodynamically stable structures as well as a
large number of metastable structures over a wide range of boron
concentrations [59]. On the basis of the calculated convex hull, we
predict that P6s/mmc-2u WB,, R-3m-6u WBs, and P63;/mmc-2u
WB, are thermodynamically stable and thus viable for experimen-
tal synthesis. Comparing the experimental and simulated
X-ray diffraction patterns leads to the identification of previously
synthesized I4/m-4u W,B, 14;/amd-8u WB, P6s/mmc-4u WB,, and
P63/mmc-4u WBs. These results clarify and correct previous struc-
tural assignments as well as provide a blueprint for analyzing a
variety of tungsten borides. They therefore have broad implications
for the further exploration of this class of promising materials. Our
results are also expected to stimulate new material exploration
and discovery, and our method is applicable to exploring the rich
and complex structures of other compounds of transition metals
and light elements.

4.4. Energetic materials

Covalently bonded extended phases of molecular solids compris-
ing first- and second-row elements at high pressures are potential
high-energy-density materials (HEDMs) [65]. The existence of such
extended solids has recently been demonstrated using diamond
anvil cells in several systems, including nitrogen [66] and carbon
monoxide [67]. We used CALYPSO [22] to propose the ground-
state structures of several HEDMs at high pressures [68-70].

It has been reported that triply bonded molecular nitrogen
dissociates into singly bonded polymeric nitrogen under high
pressure [66]. The exploration of stable high-pressure forms of
polymeric solid nitrogen is of great interest. We used CALYPSO to
explore the high-pressure phases of solid nitrogen, and thus
discovered a hitherto unexpected cage-like diamondoid structure
of polymeric nitrogen [68]. The structure (Fig 5(b)) adopts a highly
symmetric body-centered cubic structure with lattice sites occu-
pied by diamondoids, each of which consists of 10 nitrogen atoms

Fig. 5. The crystal structures: (a) B38, (b) the diamondoid structure of polymeric nitrogen, (c) P-1 structure of N,H, and (d) the disordered bcc structure Bi,Tes.
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that form a tetracyclic cage. This prediction provides an unex-
pected example of a structure created by the compression of a
molecular solid, and represents a significant step toward under-
standing the behavior of solid nitrogen and other nitrogen-
related materials under extreme conditions.

Hydronitrogen represents a rich family of nitrogen-containing
materials; their extremely high mass ratio of nitrogen makes them
particularly attractive for HEDMs. Under ambient conditions,
ground-state hydronitrogen adopts an ammonia phase consisting
of NH; molecules. Under certain conditions some metastable
phases can be synthesized, including hydrazine (N,H,), diazene
(N2H3), ammonium azide (NH4N3), and tetrazene (N4H,4) [69]. The
diversity of these metastable phases indicates the versatile capabil-
ity of hydrogen in stabilizing a wide range of compounds with low-
order N-N bonds. We used CALYPSO to perform a comprehensive
crystal structure search for energetically stable hydronitrogen
phases with varied H and N contents up to 200 GPa [69], and found
a previously unknown polymeric NoH phase of hydronitrogen
(Fig. 5(c)). This phase is energetically stable against decomposition
above a relatively low pressure of ~33 GPa; it consists of a
polymeric framework of infinite armchair-like nitrogen chains,
and shows novel metallic features caused by the charge-transfer
process and the delocalization of p electrons within the
quasi-one-dimensional nitrogen chains. Its expectedly high energy
density of ~4.40 kJ/g originates from the alternate N-N single and
double bonds in the infinite nitrogen chains.

4.5. Substitutional alloy

Alloys can show physical properties superior to those of each
individual component, and are widely used in engineering and
industry. A common type of alloy is the substitutional crystalline
solid solution, in which atoms of one element randomly substitute
for atoms of another element. The search for new substitutional
alloys is a central theme in a broad range of scientific disciplines.

A well-known thermoelectric material and a topological insula-
tor, Bi,Tes crystallizes in the rhombohedral R-3m structure under
ambient conditions [71]. Under pressure, it transforms into several
superconducting phases whose structures have been left unsolved
for decades [72]. We used CALYPSO for crystal structure prediction
to solve the two long-puzzling low/high-pressure superconducting
phases as seven- and eightfold monoclinic structures, respectively
[44]. We experimentally found that above 14.4 GPa, Bi,Te; unex-
pectedly develops into a Bi-Te substitutional alloy by adopting a
body-centered cubic disordered structure stable at least up to
52.1 GPa. The continuously monoclinic distortion leads to the ulti-
mate formation of the Bi-Te alloy (Fig. 5(d)), which is attributed to
the Bi — Te charge transfer under pressure. Our research demon-
strates a methodology suitable for finding alloys of nonmetallic
elements for a variety of applications.

4.6. Electrides

Electrides occur in various organic compounds; they have
localized electrons occupying interstitial regions of the crystal
structure, which behave as anions, while the ionic cores are cations
[73]. In 2009, Ma and co-authors first introduced this concept to
describe the transparent insulating phase of sodium at high pres-
sure above 200 GPa [74]. We later proposed several high-pressure
electrides using CALYPSO [43,75].

Lithium exhibits complex structural behavior at high pressure,
which makes its structural transitions a topic of interest. Its bcc
structure under ambient conditions transforms to a complex cubic
I-43d structure at 42 GPa via two intermediate phases (fcc and
rhombohedral R-3m) [76]. Above the stable pressure range of the
1-43d structure (>70 GPa), experimental measurements [77-80]

suggest the existence of a semiconducting broken-symmetry
phase; however, its crystal structure remains a mystery. Since
then, much effort [81-84| has been devoted to the determination
of this insulating phase. In 2011, we extensively explored the
energy landscape of dense Li using CALYPSO, and predicted the
novel semiconducting structure Aba2-40 (Fig. 6(a)) to be most
stable at 60-80 GPa [43]. Our calculations reveal that this semicon-
ducting electronic state emerges in the Aba2-40 phase owing to
core exclusion and the localization of valence electrons in the voids
of the crystal, which results in the formation of a new high-
pressure electride similar to that in transparent Na [74]. This the-
oretical prediction was confirmed by independent high-pressure
experiments [85] and another joint theoretical and experimental
study [86].

4.7. Superconductors

Hydrogen-rich compounds are promising for high-temperature
superconductors under high pressure. CALYPSO has successfully
searched the superconducting high-pressure phases of hydrogen-
rich compounds, including CaHg [87], GaHs [88], BeH; [89], NbH,
[90], TiH, [91], and H,S [92].

Hydrogen sulfide (H,S) is a typical molecular solid [93,94] at
ambient pressure. At high pressure, it transforms into three
high-pressure phases [95-98] whose crystal structures are the sub-
ject of intense debate [99-104]. H,S is not considered a supercon-
ductor as it was proposed to dissociate into its constituent
elements before metallization [104]. We used CALYPSO to perform
an extensive structure search on solid H,S at pressures of
10-200 GPa. In addition to the identification of candidate
structures for nonmetallic phases IV and V, two stable metallic
structures with P-1 and Cmca symmetry were predicted at above
80 GPa [92] (Fig. 6(b) and (c)). The finding of these two metallic
structures excludes H,S from elemental dissociation at high pres-
sure. Our electron-phonon coupling calculations reveal that the
critical temperatures (T.) are 60 K for the P-1 structure at 158 GPa
and 82 K for the Cmca structure at 160 GPa.

Motivated by our prediction [92], a breakthrough electrical
measurement indeed observed high-temperature superconductiv-
ity in compressed H,S prepared at above 220 K; the unprecedent-
edly high T. of ~190K was found at 180 GPa [105]. In another
sample prepared at a lower temperature of 100-150K, the T, of
H,S increased with pressure and reached a maximum of 150K at
200 GPa [105], in good agreement with our predictions [92].

We also used CALYSO to conduct an extensive structure search
on calcium polyhydrides (CaH,, x=2-12) at high pressure, and
showed that the CaHg stoichiometry, which had a body-centered
cubic structure with hydrogen forming unusual “sodalite” cages
containing enclathrated Ca, stabilizes at above 150 GPa (Fig. 6(d))
[87]. The stability of this structure is derived from the acceptance
by two H, of electrons donated by Ca to form an “H,” unit as the
building block for the construction of the three-dimensional soda-
lite cage. This unique structure has a partial occupation of the
degenerate orbitals at the zone center. The resultant dynamic
Jahn-Teller effect helps to enhance electron-phonon coupling, and
leads to the superconductivity of CaHg. A superconducting T, of
220-235 K at 150 GPa obtained from the solution of the Eliashberg
equations is the highest among all hydrides studied thus far [87].

4.8. Earth core materials

The extreme conditions of pressure (up to 360 GPa) and tem-
perature (up to 6000 K) in the Earth’s core pose great challenges
to replicating its environment for experimental study. An alterna-
tive (and complementary) approach is computational mineral phy-
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sics, which has been widely used to improve our understanding of
the Earth’s core [106].

Studies of the Earth’s atmosphere have shown that more than
90% of the expected amount of Xe is depleted, a finding often called
the ‘missing Xe paradox’ [107,108]. Although several models for a
Xe reservoir have been proposed, whether the missing Xe could
be contained in the Earth’s inner core has been under debate for a
long time [109-116]. The key to addressing this issue lies in the
reactivity of Xe with Fe or Ni, the main constituents of the Earth’s
core. We explored stable structures of XeFe, and XeNi, (x = 0.25,
0.5, 1, 2, 3, 4, 5, and 6) compounds under the conditions of the
Earth’s core using CALYPSO, and calculated their formation enthal-
pies at 0 Kand at pressures of 150, 250, and 350 GPa relative to their
constituent elemental dissociation products. To estimate the effects
of temperature, we also performed quasi-harmonic free-energy
calculations with phonon spectra computed using the finite-
displacement method. Thermal effects further stabilize the Xe-Fe/
Ni compounds by lowering the formation energies of most stoi-
chiometries. Our results show that the Earth’s inner core is a natural
reservoir for Xe storage, and provides a plausible solution to the
missing Xe paradox.

4.9. Other materials at high pressures

High pressure can fundamentally alter the bonding patterns
of elements and their compounds, leading to the unexpected

()

Fig. 6. The crystal structures: Aba2-40 of lithium (a), P-1 structure (b) and Cmca structure (c) of H,S, (d) the bcc structure of CaHe.

formation of materials with unusual chemical and physical proper-
ties. Using CALYPSO in combination with density functional theory
calculations, we investigated the phase stabilities and structural
changes of various materials under high pressure [117-128].

Chemically, the mixing of Li and B in the Li-rich regime can pro-
duce Li—B alloys with B ions in a high anionic charge state; there-
fore, they are ideal systems for exploring the evolution of B—B
bonding features with increasing charge states of B. Unfortunately,
the Li—B systems in the Li-rich regime are not stable at ambient
conditions, except for LiBggg. Using CALYPSO in combination with
density functional theory, we investigated the phase stabilities and
structural changes of various Li—B systems in the Li-rich regime
under high pressure [117]. We identified the formation of four sto-
ichiometric lithium borides (LisB,, Li;B, LisB, and LigB) having
unforeseen structural features that might be experimentally syn-
thesizable over a wide range of pressures. Strikingly, the B—B
bonding patterns of these lithium borides evolve with increasing
Li content from graphite-like sheets in turn to zigzag chains,
dimers, and eventually isolated B ions. These intriguing B—B bond-
ing features are chemically rationalized by the elevated B anionic
charges as a result of Li — B charge transfer.

Alkali metals have long been known to possess simple elec-
tronic structures at ambient pressure that are well explained by
a nearly free-electron model. However, they exhibit unexpected
structures and electronic behavior at high pressures. Compression
of metallic Na to 200 GPa leads to a stable wide-band-gap insulator
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Fig. 7. The oP8 structure (a) and the cI14 structure (b) of Na.

with a double hexagonal hP4 structure [74]. The higher-pressure
structures of Na remain unexplored, but they are important for
investigating the pressure at which Na reverts to a metal. We
reported the reversion of Na to a metal at the very high pressure
of 15.5 TPa, which we predicted using CALYPSO in combination
with first-principles calculations [118]. Na is therefore insulating
over the large pressure range of 0.2-15.5 TPa. Unusually, Na adopts
an oP8 structure at pressures of 117-125 GPa, and the same oP8
structure at 1.75-15.5TPa (Fig. 7(a)). The metallization of Na
occurs upon the formation of a stable and striking body-centered
cubic cI24 electride structure (Fig. 7(b)) consisting of Na;, icosahe-
dra, each housing at its center about one electron that is not asso-
ciated with any Na ion.

5. Summary

This review describes the basic theory and general features of
our developed CALYPSO methodology. Its validity in predicting
the structure of materials has been extensively demonstrated
through its application to various materials ranging from 0D to
3D systems. We highlight a few examples of our own works apply-
ing CALYPSO to nanoclusters, diamond surfaces, superhard materi-
als, energetic materials, electrides, superconductors, and materials
of the Earth’s core. These results clearly show that CALYPSO is a
powerful tool for accelerating the discovery of materials. Certainly,
there are still many challenging problems in the structure predic-
tion field (e.g., high-temperature systems and large systems with
more than ~100 atoms/cell), and these require the further devel-
opment of structure search methods.
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